
Chapter 1
Data Management

Key Takeaways



Data as an Organizational Asset: 
ISO Standard for Asset Management

• ISO 55000/55001 is the international standard concerned 
with asset management, which applies to data as an asset.

• ISO 27001 covers information security management, 
while ISO 8000 and ISO 25000 focus on data quality and 
software quality, respectively.



Data Management Goals (DMBoK)

• A key goal of Data Management is to ensure that data can 
be used effectively to add value to the enterprise.  

• Goals must focus on enabling data to drive business 
value and not merely on legislative or technical constraints. 



Data Management Disciplines
• The following are recognized disciplines of Data 
Management:

Data Governance, Data Architecture, Data Modeling and Design, Data 
Storage and Operations, Data Security, Data Integration and Interoperability, 

Document and Content Management, Reference and Master Data, Data 
Warehousing and Business Intelligence, Metadata, Data Quality.

• Data Virtualization is NOT listed as a discipline in the 
DAMA DMBoK.



DAMA Wheel Contents

• The DAMA Wheel contains Knowledge Areas that 
cover the entire spectrum of data management practices.

• These knowledge areas are distinct from processes or 
specific initiatives and focus on core competencies in data 
management.



SMART Objectives

• SMART stands for:

Specific Measurable Achievable Realistic Timely

• This acronym helps guide objective-setting in projects 
and programs, ensuring goals are clear and actionable.



Data Management Goals (DMBoK)

• Data Management goals include ensuring data quality, 
security, and availability.

• Understanding process needs of the enterprise is NOT
specifically listed as a data management goal.



ROT Data (DMBoK)

• ROT stands for data that is:

Redundant

Obsolete

Trivial

• The goal is to minimize ROT data to improve data 
quality and efficiency.



Definition of Information

• Information is defined as data in context. It gains value 
when it is organized and processed to support decision-
making.



Data as a Unique Asset

• Data differs from other assets because it can be used yet 
still retain value, meaning it can be reused without depleting 
its utility.



Environmental Components of Data 
Management

• Practices & Techniques are valid environmental 
components in the context of data management, guiding 
how data is handled and maintained.



DMBoK Knowledge Areas

• Big Data & Data Science is not a separate knowledge 
area in DMBoK v2.

• Core areas include Data Governance, Master & 
Reference Data Management, Data Quality, and Data 
Security.



Producer of the DMBoK

• The Data Management Association (DAMA) is 
responsible for producing the DMBoK, which provides a 
comprehensive guide to data management practices.



Components of a Data Management 
Strategy

• Identifying individuals for Data Management roles is 
NOT a component of a Data Management strategy.

• Core components include a compelling vision, role 
descriptions, a business case, and an implementation 
roadmap.



Maintaining Stakeholder Commitment

• Data Management professionals maintain stakeholder 
commitment through continuous communication, 
education, and promotion of the value of data and 
information assets.



Enterprise Data Standards

• Data standards should promote consistent results but 
must be reviewed and updated periodically to remain 
relevant and effective.



Why Information Needs to Be Managed?

• Information is an asset of the organization and needs to 
be managed to ensure it delivers value and is protected.



Information Lifecycle

• The Information Lifecycle exists beyond the Systems 
Delivery Lifecycle and applies to data management 
throughout the entire lifecycle, from creation to disposal.



Outsourcing Information Management

• When outsourcing information management, 
organizations can transfer control but not accountability, 
ensuring they retain ultimate responsibility for data 
compliance and security.



Causes of Data Redundancy or ROT

• Poor data management practices and various other 
issues, such as server errors or human error, Dataset 
inaccuracies developed over time, Poor assimilation of 
collected data , lead to data redundancy or "data rot".



Definition of the Data Lifecycle

• The data lifecycle represents the path along which data 
moves from its point of origin to usage, storage, and 
disposal, encompassing the management of data through its 
entire existence.



Components of the Strategic Alignment Model

• The model includes Business Strategy, IT Strategy, 
Information Systems, and Organization and Process.

• Stakeholder Management is NOT part of the Strategic 
Alignment Model.



Common Stages in the Lifecycle of 
Information Assets (DMBoK)

• Common stages include Plan, Specify, Enable, Create 
and Acquire, Maintain & Use, Archive & Retrieve, and 
Purge, representing the lifecycle management of data.



Advanced Data Practices (DMBoK)

• Advanced data practices include:

Analytics

Mining

Big Data

Warehousing

• Data Quality is NOT considered an advanced practice; it 
is foundational in data management.



Parts of the Data Lifecycle in the 
SDLC (DMBoK)

• The parts of the Data Lifecycle integral to the Systems 
Development Lifecycle (SDLC) include Plan, Specify, 
Enable, among others that focus on data creation, usage, 
and disposal.



Chapter 2
Data Handling Ethics

Key Takeaways



The Right to Be Forgotten

• Definition: The right allows individuals to request the 
deletion of personal data from an organization's records, 
especially if the data is no longer needed or consent has 
been withdrawn.
• Key Context: Part of GDPR, the right is aimed at 
protecting privacy and reputation, mostly from online 
platforms and search engines.
• Exceptions: Legal obligations may override this right in 
some case



European Data Protection Supervisor 
(EDPS) Opinion on Data Ethics

• Focus Areas:
- Accountability: Organizations must be accountable for 
how they handle personal data.
- Privacy by Design: Privacy must be built into the 
design of data systems.
- Future-Oriented Regulation: Policies must evolve 
with technology to protect privacy rights.
- Empowered Individuals: Individuals should have tools 
to exercise their data rights.

• Not Included: The Right to Request Removal of 
Personal Data is not part of the EDPS's primary focus.



Drivers of Legislation for Information 
Security and Data Privacy

• A recognition of Ethical issues in information management is 
increasingly driving legislation for information security and data 
privacy.

- Ethical concerns regarding how personal data is collected, used, 
and protected are shaping data privacy laws like the General 
Data Protection Regulation (GDPR).
- Ethical issues include concerns about data ownership, privacy 
rights, consent, and the potential for misuse of personal 
information.

Reference: Laws like GDPR and others aim to address these ethical 
concerns by setting standards for how organizations should handle 
personal data.



Unethical Data Handling Practice in 
Visualizations

• Misleading visualizations occurs when the requirement that the 
sum of numbers representing percentages on a pie chart does not 
add up to 100.

- This is a common unethical data handling practice because it 
intentionally or unintentionally misrepresents the data, leading to 
incorrect interpretations.
- Misleading visualizations can distort reality and lead to poor 
decision-making by presenting data inaccurately.

Reference: Ethical data visualization practices require accurate 
representation of data to avoid deceiving or confusing the audience.



Three Principles of Data Ethics in 
the Belmont Report

• The three principles of data ethics laid out in the Belmont 
Report are Respect for Persons, Beneficence, and Justice.

- Respect for Persons involves obtaining informed consent and 
ensuring voluntary participation.
- Beneficence means doing no harm and maximizing possible 
benefits while minimizing possible harms.
- Justice ensures that the benefits and burdens of research are 
distributed fairly among all groups in society.

Reference: The Belmont Report's principles serve as foundational 
ethical guidelines for conducting research involving human 
subjects, including how personal data is handled in such research.



Chapter 3
Data Governance 

Key Takeaways



Items Not Considered in Data 
Valuation (DMBoK2)

• Data Valuation focuses on understanding the value of data in an 
organization and includes factors like:
o Cost of obtaining and storing data.
o Impact to the organization if data were missing.
o Benefits of higher quality data.
o What the data could be sold for.
o Not considered in data valuation are:

§ How much we can be ransomed for by a malware attack.
Reference: Data valuation is about quantifying data's value, 
which does not consider malware ransom but instead focuses on 
factors like its contribution to the organization's operation and 
potential monetization.



Data Governance Steering Committee 
(DGSC) Leadership

• The Data Governance Steering Committee  (DGSC) is the 
highest authority for Data Governance in an organization.
o It is typically chaired by the Chief Data Officer (CDO) or a 

Chief Data Steward (Business).
o The chair role should not rotate across Data Owners or lower-

level positions.

Reference: DGSC ensures that data governance practices are 
aligned with business goals, and it is best led by a high-ranking 
data authority, such as the CDO.



Primary Responsibilities of a Data Steward
• A Data Steward is a business role responsible for the quality and 

use of data assets.
o Responsibilities include:

§ Ensuring data quality.
§ Monitoring data usage.
§ Ensuring compliance with data policies.

o They are not responsible for writing policies but instead focus 
on operational management of data.

Reference: Data stewards are crucial for maintaining the 
integrity of data across its lifecycle, focusing on stewardship 
rather than policy creation.



Data Governance (DG) Initiative Leadership
• Data Governance is a continuous improvement process 

that involves the whole organization.
o IT is a key stakeholder in DG but should not Always 

lead DG initiatives.
o There are different organizational models for DG, 

such as centralized or federated structures.

Reference: Data Governance initiatives are typically 
business-driven, with IT playing a supportive role rather 
than taking the lead.



Communicating and Promoting 
Data Governance

• Promoting awareness of Data Governance is a responsibility 
shared by the entire Data Management community.
o Key stakeholders include Senior Management, Data 

Stewards, and the Chief Data Officer.
o Everyone in the Data Management community should 

communicate the value of DG.

Reference: Building a culture of Data Governance requires 
broad communication, with everyone playing a part in promoting 
its importance.



Approaches to Communicating 
the Value of Data Governance

• Effective approaches to communicate DG value include:
o Positive messaging about data success.
o Maintaining a Data Governance website.
o Regular newsletters and DM forums.
o Avoid negative-only communication to executives.

Reference: Messaging should focus on the positive 
impacts of Data Governance rather than emphasizing only 
the problems.



Intranet for Data Governance 
Communication

• A Data Management intranet is an effective communication 
tool for DG.
o It should include:

§ Descriptions of the DG organization.
§ Executive messages about data issues.
§ Profiles of data stewardship teams.

o Raw data from investigations (like privacy breaches) should 
not be included.

Reference: The intranet is a communication tool focused on 
governance processes and should not disclose sensitive or 
unresolved data issues.



Role in Regulatory Compliance

• The most important role in regulatory compliance 
projects is collaborating with business and technical 
leadership to answer compliance questions.
o Providing unrestricted data access to compliance teams 

or isolating compliance work is not recommended.

Reference: Data Governance plays a critical role in 
aligning data management practices with regulatory 
requirements, emphasizing collaboration.



Data Governance Steering Committee
• The Data Governance Steering Committee is the 

primary authority overseeing Data Governance 
activities.
o It represents the highest level of responsibility and 

ensures that DG is aligned with business objectives.

Reference: The steering committee provides oversight 
and strategic direction for DG initiatives.



Data Governance in Regulatory Compliance
• Part of Data Governance is ensuring organizations meet 

regulatory compliance requirements.
o DG should monitor and ensure compliance, working 

closely with risk and audit teams but not delegating the 
responsibility entirely.

Reference: DG integrates with compliance efforts to 
ensure that data practices align with regulatory 
frameworks.



Organizational Structure for 
Data Governance

• The Data Governance Council (DGC) should set the 
overall direction for DG, supported by the Data 
Governance Office (DGO).
o The Data Quality Board or IT Leadership Team

should not take this role.

Reference: The DGC is a high authority, responsible for 
setting governance strategies.



Facilitation of DG Throughout 
Project Lifecycles

• The Data Governance Office facilitates DG touchpoints 
across the project lifecycle.
o This includes enabling effective governance practices 

through policy development and compliance 
monitoring.

Reference: The DGO ensures that governance is 
embedded in every phase of the data lifecycle.



Define DG Framework in 
Information Lifecycle

• Defining the Data Governance Framework occurs in the 
Plan stage of the Information Management Lifecycle.

Reference: Planning is a critical phase where governance 
frameworks are established.



Non-standard Motivation for Data Governance

• Motivations for DG include proactive and reactive 
governance, but Devolved Governance is not a 
standard motivation.

Reference: DG aims to anticipate and respond to data 
challenges but is not about decentralizing governance 
responsibilities.



Information Governance and Data 
Governance Relationship

• Information Governance and Data Governance should 
be managed as a single function to ensure consistency 
and efficiency.

This integration creates a unified framework for governing 
both information policies and data management practices.
Reference: A single function ensures aligned goals, 
reducing overlap and improving organizational 
governance.



Characteristics of Effective Data Stewards

• Effective Data Stewards are collaborative 
communicators with expertise in the data domain.
o Technical experts in data management tools are not

necessarily effective data stewards.

Reference: Data stewardship is about managing data 
quality and governance rather than focusing solely on 
technical expertise.



Definition of a Business Rule in 
Data Governance

• A Business Rule in the context of Data Governance is:
o Defines constraints on what can and cannot be done 

within the organization.
o Business rules are not contingency plans or steps for 

disruptions but are essential in guiding data use and 
ensuring adherence to governance policies.

Reference: Business rules are crucial in maintaining the 
integrity of data processes and ensuring compliance with 
internal and external standards.



Framework Component for Education, 
Training, and Awareness in Data Governance

• The Processes component of the Data Governance 
framework includes education, training, and awareness.
These processes ensure that stakeholders understand 
governance policies, data roles, and compliance 
requirements while fostering accountability and 
consistency.

Reference: Processes provide structured activities to embed 
governance knowledge, ensuring effective implementation 
and ongoing adherence.



Data Sharing Agreement

• A Data Sharing Agreement (DSA) is a document that 
stipulates:
o The responsibilities and acceptable use of data that is 

exchanged between parties.
o It is not a data model or interface contract but focuses 

on ensuring the safe and compliant sharing of data 
assets.

Reference: DSAs are critical for defining the terms of 
data exchange, especially in regulatory environments, to 
protect the integrity of shared data.



Position Responsible for Quality and Use of 
Data Assets

• The position responsible for the quality and use of an 
organization’s data assets is the Data Steward.
o The Data Steward ensures that data is managed 

according to the organization’s standards and that it is fit 
for purpose.

Reference: Data stewards play a key role in overseeing 
data quality, usage, and governance, bridging the gap 
between business needs and data management.



Operational Level Agreement (OLA) for 
MDM Collaboration

• An Operational Level Agreement (OLA) is used for 
detailing:
o Collaboration principles, escalation paths, and dispute 

resolution processes between Master Data 
Management (MDM) and data suppliers.

o It ensures clarity in collaboration and operational 
expectations.

Reference: OLAs are crucial for managing expectations 
and responsibilities in MDM-related collaborations, 
ensuring smooth operation across departments.



Responsibility for Leading the Data 
Governance Council (DGC)

• The Chief Data Steward or Chief Data Officer is the most 
suitable position to lead the Data Governance Council 
(DGC). These roles ensure alignment of data governance 
strategies with organizational objectives while overseeing 
data stewardship and accountability. 

Reference: Leadership by the Chief Data Steward or Chief 
Data Officer ensures expertise-driven governance and 
effective data management strategies. 



Communicating and Promoting Awareness 
of Data Governance

• Everyone in the Data Management Community is 
responsible for communicating and promoting the value of 
Data Governance.
This collective approach ensures widespread awareness, 
cultural adoption, and alignment of governance practices 
throughout the organization.

Reference: Broad participation in promoting awareness 
fosters a shared understanding of Data Governance’s value 
and its role in achieving organizational goals.



Chapter 4
Data Architecture 
Key Takeaways



The 'I' in the BIAT Enterprise Architecture Model

• The 'I' stands for Information in the BIAT model.
• Information is critical to business strategy and plays a 

central role in enterprise architecture.

Reference: Information is a foundational aspect of the BIAT model, 
supporting how organizations manage, integrate, and utilize data.



Representation of Data Flows

• Data flows can be represented by two-dimensional 
matrices showing the relationships between data 
entities and business processes.

• This allows organizations to map how data moves and 
interacts within processes.

Reference: Two-dimensional matrices provide a clear view of how 
data entities support and influence business operations.



Enterprise Data Model Composition

• An enterprise data model is composed of Conceptual models, 
logical models, and subject area models.

• These three layers ensure data is structured from high-level 
concepts to technical implementation.

Reference: Each model plays a role in the abstraction and 
realization of data architecture within an organization.



Metadata in an Organization's Data Model

• An organization's data model contains information (metadata) 
about the information an organization is interested in.

• This includes how data is structured, processed, and 
governed within the organization.

Reference: The metadata helps define key data elements and their 
relationships in the organization’s data environment.



Key Architecture Domains

• The key architecture domains include business, data, 
application, and technology architectures.

• These domains form the backbone of enterprise 
architecture, ensuring that business goals align with 
technological capabilities.

Reference: Each domain plays a specific role in enabling a 
cohesive and scalable enterprise architecture.



Data Transformation Across the Landscape

• The implementation of data architecture exposes the 
transformation of data as it moves across the landscape, 
commonly known as data lineage.

• Data lineage tracks the flow of data from source to 
destination, helping with data governance and audits.

Reference: Data lineage is crucial for understanding data 
transformations and ensuring data quality across systems.



Best Deployment of a Data Architect

• A Data Architect is best deployed during the early stages of a 
project to define and shape a strategic solution.

• Their role is to ensure that data architecture aligns with 
business objectives and technical feasibility.

Reference: Early involvement ensures the data strategy is 
embedded into project plans and reduces potential risks.



Goal of Data Architecture

• The goal of Data Architecture is to serve as a bridge between 
business strategy and technology execution.

• It ensures that data supports both operational and strategic 
goals within the organization.

Reference: Data architecture acts as a mediator between business 
needs and technical solutions, aligning both for optimal outcomes.



Best Description of a Data Architecture Team

• A Data Architecture Team is best described as a strategic 
planning and compliance team.

• They ensure that data architecture aligns with enterprise 
goals and complies with data governance standards.

Reference: Data architecture teams are critical for the strategic 
planning of data manage



Necessity of Representing Data at Different Abstractions

• The necessity of representing organizational data at different 
levels of abstraction is because most organizations have more 
data than individuals can comprehend and make decisions 
about.

• Different abstractions help manage complexity and focus 
on relevant details at various stages.

• Reference: By abstracting data, organizations make it easier to 
manage large datasets and align them with decision-making 
processes.



CRUD Matrix

• A CRUD Matrix helps organizations map responsibilities for 
data changes in business process workflows. CRUD stands 
for Create, Read, Update, Delete.

• It helps define what actions different roles or systems can 
perform on specific data entities.

Reference: CRUD matrices provide clarity on data ownership and 
the actions permitted across business processes.



Failure of Repeated CRM Technology Implementations

• The repeated implementation of different CRM technologies 
with different data structures is mostly a failure of Data 
Architecture.

• Poor alignment of data architecture leads to inconsistency 
and duplication across CRM implementations.

Reference: A robust data architecture ensures consistency across 
different systems and helps avoid repeated failures.



Purpose of the Conceptual Data Model

• The purpose of a Conceptual Data Model is to provide a data-
centric perspective of the organization by documenting how 
different business entities relate to one another.

• It serves as a high-level map of organizational data and 
how it supports business operations.

Reference: Conceptual models help align business processes with 
data structures, setting the foundation for more detailed models.



Metadata Artifacts Created by Data Architects

• Data architects create metadata artifacts that constitute 
valuable support for the entire organization or enterprise.

• Metadata defines the structure, management, and 
governance of data across the organization.

Reference: Metadata artifacts are foundational to ensuring that data 
is consistently managed and governed within the enterprise.



Activities Influencing Scope Boundaries in Data 
Architecture

• A non-standard way that enterprise data architecture influences 
the scope boundaries of projects is ensuring enterprise 
business processes are effectively documented.

• While critical for operations, this does not typically fall 
within the core activities of enterprise architecture.

Reference: Data architecture primarily influences long-term 
strategy, not specific controls like documentation.



Considerations When Acquiring New Technology

• When acquiring a new type of technology, one should
consider the problem the technology is meant to solve and the 
solution stack already installed.

• This ensures compatibility and alignment with existing 
infrastructure and operational needs.

Reference: Focusing on how new technologies integrate with 
current solutions ensures better alignment and reduces redundancy.



Standard Terms Defined by Enterprise Data Architecture

• Enterprise Data Architecture defines standard terms for things 
that are necessary to run the organization, called Entities.

• These entities represent business objects such as customers, 
products, or transactions.

Reference: Defining entities ensures consistency in how data is 
structured and understood across the organization.



Data Architecture Compliance Rate

• Data Architecture compliance rate measures how closely 
projects comply with an established Data Architecture.

• It ensures that project implementations align with the data 
architecture standards set by the organization.

Reference: Compliance rates are key to maintaining data 
architecture integrity across multiple projects.



Generalization in Data Architecture

• The ability of an organization to respond to changes in product 
configuration is easier due to generalization in the Data 
Architecture.

• Generalization allows for more flexible and scalable data 
models, which can accommodate changing business needs.

Reference: Generalization in data architecture enables adaptability, 
making it easier for organizations to adjust to changes without 
major system overhauls.



Chapter 5
Data Modelling and 

Design
Key Takeaways



Enterprise Data Architect Review of 
Project Specifications

• When a project specification is reviewed by the enterprise data 
architect, the "Whether entities on individual screens and 
reports align with the database" is NOT a consideration.

• Enterprise data architects focus on ensuring alignment with 
enterprise-wide standards, reusability, generalization for future 
trends, and data delivery architectures.

Reference: Individual screen or report alignment is handled at the 
implementation level, not at the enterprise data architecture level.



Role of the Physical Data Model in the Metadata 
Repository

• The role of the physical data model is to:
"Describe how and where our data is stored on our 
systems, applications, or packages."

• It provides technical details, such as table structures, 
indexes, partitions, and storage locations.

Reference: The physical data model connects data 
concepts to their implementation within systems.



Role of the Conceptual Data Model in the 
Metadata Repository

• The role of the conceptual data model is to:
"Summarize the key data subject areas for a 
business area at a high level of abstraction to enable 
the major data concepts to be understood."

• It defines high-level data concepts and relationships 
without focusing on technical implementation.

Reference: Conceptual models provide a foundation for 
understanding business-critical data domains.



Primary Responsibility for Data Capture 
and Usage Design

• The "Software Architects, Developers" have primary 
responsibility for data capture and usage design within 
programs.

• Software architects and developers design how data will be 
captured, processed, and used within applications, ensuring 
alignment with system requirements.

Reference: These technical roles are responsible for implementing 
data structures and workflows that support business and 
operational needs.



Definition of Relationship Labels

• Relationship labels are:
"The verb phrases describing the business rules in each 
direction between two entities."

• They clarify the nature of relationships between entities, 
ensuring business rules are explicitly defined.

Reference: Effective relationship labels improve understanding of 
entity connections in data models.



Most Meaningful Relationship Label

A meaningful relationship label is:
"An order is composed of order lines.”

• This label clearly expresses the composition relationship
between an order and its order lines.

Reference: Meaningful relationship labels should describe the 
exact nature of the connection in simple, clear terms.



False Statement on Relationship Types

"A one-to-many relationship says that a child entity may 
have one or more parent entities.”

• This statement is incorrect because in a one-to-many 
relationship, a child entity is related to one parent entity, not 
many.

Reference: One-to-many relationships indicate a single parent 
entity with multiple child entities.



Dimensional Data Models and Measures

A statement that is NOT true about measures is:
"Measures can always be added across all dimensions."

Some measures, such as snapshots or ratios, are non-additive and 
cannot be aggregated across all dimensions.

Reference: Care must be taken when interpreting measures to 
ensure they are additive across relevant dimensions.



Non-Identifying Relationship

In a non-identifying relationship:
"The primary key of the parent entity becomes a foreign key in 
the child entity.”

• The foreign key in the child entity references the parent entity 
but does not become part of the child entity’s primary key.

Reference: Non-identifying relationships maintain loose 
associations between entities.



Keys in a Data Model

The type of key that is NOT found in a data model is:
"Local Key.”

• Local keys are not a recognized concept in formal data models. 
Common keys include primary, foreign, alternate, and surrogate 
keys.

Reference: Keys in a data model ensure data integrity and define 
relationships between entities.



Instantiation of a Business Entity in a Conceptual 
Data Model

In the conceptual data model, an instantiation of a particular 
business entity is described as:
"Entity occurrence.”

• An entity occurrence refers to a single instance of a business 
entity, such as a specific customer, product, or order.

Reference: In conceptual modeling, entity occurrences represent 
real-world examples of high-level entity types.



Highest Level of Data Model Types

The highest level of data model types is the:
"Conceptual Model.”

• The conceptual model provides a high-level, abstract view of the 
data, focusing on business concepts and relationships.

Reference: It serves as the foundation for logical and physical 
models, focusing on understanding data requirements.



Components of Logical Data Models

The components of logical data models include:
• Entities (e.g., Customers, Products)
• Attributes (e.g., Customer ID, Product Name)
• Keys (e.g., Primary Key, Foreign Key)
• Relationships (e.g., One-to-One, One-to-Many)

Reference: Logical models represent detailed business 
requirements without tying to specific technical implementations.



Difference Between Cardinality Rules and Data 
Integrity Rules

The difference is:
"Cardinality rules define the quantity of each entity instance 
that can participate in a relationship between two entities, and 
referential integrity rules ensure valid values."
• Cardinality Rules: Specify how many instances of an entity 

can relate to another entity (e.g., one-to-many).
• Referential Integrity Rules: Ensure relationships maintain 

valid and consistent values (e.g., foreign keys).
Reference: Both rules are essential for defining relationships and 
ensuring data accuracy.



Definition of Cardinality

The definition of cardinality is:
"Defines how many instances of one entity are related to 
instances of another entity.”

• Cardinality describes the numeric relationship between 
entities, such as one-to-one, one-to-many, or many-to-many.

Reference: It ensures that relationships are clearly defined 
within a data model.



Properties of a Logical Data Model

Technology dependent is NOT a properties of a logical data 
model.

• Logical data models are technology-independent, containing 
entities, attributes, relationships, and keys but not tied to specific 
databases or platforms.

Reference: Logical models focus on business requirements and 
serve as a blueprint for physical implementation.



Super-Type and Sub-Type Entity Relationships

It is FALSE that:

"Sub-type entities must be mutually exclusive.”

• Sub-type entities can be mutually inclusive or exclusive 
depending on the business rules and design requirements.

Reference: Super-type and sub-type relationships are used to model 
generalization and specialization hierarchies in data models.



Star and Snowflake Concepts in Data Modeling

Star and Snowflake are concepts of the:
"Dimensional" data modeling scheme.

• Star Schema: Denormalized structure with fact tables 
surrounded by dimension tables.

• Snowflake Schema: Normalized dimension tables to reduce 
redundancy.

Reference: These models are widely used in data warehousing for 
efficient reporting and analysis.



Data Modeling Styles

CRUD is NOT a data modeling style.

• CRUD (Create, Read, Update, Delete) refers to data 
operations, not a modeling style.

Reference: Common data modeling styles include ORM, UML, 
IDEF1X, and CHEN for defining and visualizing data 
relationships.



Purpose of the Logical Data Model

The purpose of the Logical Data Model is:
"To define the structure of data elements and to set 
relationships between them.”

• The logical data model provides a detailed representation of 
data elements, their attributes, and relationships, without being 
tied to specific technical implementation.

Reference: It serves as a bridge between business requirements 
and physical database design.



Formally Recognized Keys in Data Modeling
Standard keys in Data Modeling include: 
• Primary Key: Unique identifier for a record.
• Foreign Key: Ensures relationships between tables.
• Alternate Key: Candidate key not selected as the primary.
• Surrogate Key: System-generated unique identifier.

Logical keys are NOT formally recognized in data modeling.

Reference: Keys are essential to ensure data integrity and 
relationships in databases.



Synonym for "Relation" in a Relational Data 
Model

The best synonym for a "relation" in the relational data model is:
"Table.”

• In relational databases, relations are represented as tables that 
consist of rows (tuples) and columns (attributes).

Reference: The table is the core structure of a relational data 
model for organizing data.



Relationship Labels in Database Technology

Relationship labels are:
"Verb phrases describing business rules in each direction between two 
entities.”

• They define the nature of the relationship and clarify how entities 
interact, such as:
• "An order contains order lines."
• "A customer places orders.”

Reference: Relationship labels improve the understanding of 
connections between entities.



Business Rule Definition

A business rule is :
"Defines constraints on what can and cannot be done.”

• Business rules specify guidelines, policies, or constraints that 
govern data and processes, such as:"Each customer must have 
a unique ID.”

Reference: Business rules ensure consistency and enforce 
organizational policies.



Foreign Keys and Reference Data

A database using foreign keys from code tables for column values is 
implementing: “Reference Data.”

• Reference data provides standardized, predefined values for data fields, 
such as country codes, status values, or categories.

Reference: Foreign keys ensure data consistency by referencing values in 
code tables.



Number of Conceptual, Logical, and Physical 
Models

When a project scope includes collection, exchange, and reporting of data 
across multiple systems:
"More physical data models than logical data models, and more 
logical data models than conceptual data models.”

• Physical data models are created for each system or implementation.
• Logical models generalize the design, while conceptual models 

summarize business concepts.

Reference: The data modeling hierarchy involves progressively detailed 
representations from conceptual to physical.



Definition of a Surrogate Key

A surrogate key is:
"A unique identifier attached to each record, which may be used as a 
primary key.”

• Surrogate keys are system-generated values (e.g., alphanumeric 
sequences) used to uniquely identify records, independent of business 
attributes.

Reference: Surrogate keys are common in relational databases to ensure 
consistency and performance.



FALSE Statement About Business Rules

It is a False statement that "Data rules cannot be shown on a data 
model.”

• Data rules, such as constraints and relationships, can be visually 
represented in logical and physical data models.

Reference: Business rules define data constraints, and many can be 
reflected in data models.



Business Rules That Should NOT Appear on 
a Logical Data Model

The business rule that should NOT appear is:
"Customer Last Name requires a non-unique index to improve 
retrieval performance.”

• Logical data models focus on business concepts, relationships, and 
rules—not performance-related considerations like indexing.

Reference: Performance-related rules, such as indexing or optimization, 
belong to physical data models, not logical ones.



Purpose of Adding Redundancy to a Data 
Model (Denormalisation)

The purpose of adding redundancy to a data model (denormalisation) is to:
"Optimise overall database performance across both data access and 
data update requests.”

• Denormalisation improves performance by reducing the need for 
complex joins at query time, enhancing speed for reads and writes.

Reference: While redundancy increases storage, it optimises performance 
for specific use cases like reporting or analytics.



'x' in the Information Engineering Subtype 
Discriminator Symbol

The 'x' in the information engineering subtype discriminator symbol means 
Exclusive.

• An exclusive relationship means an instance of a supertype can belong 
to only one subtype.

Reference: This ensures mutual exclusivity between subtypes, preventing 
overlap of relationships.



True Statement About Recursive 
Relationships

It is True that recursive relationship:

• Unary (relates to itself).
• It is also referred to as self-referencing.
• Involves only one entity.

Reference: Recursive relationships occur when an entity has a relationship 
with itself, such as "Employee manages Employee."



Appropriate Relationship Type for Customer 
and Account Business Rule

The relationship type for the rule where each customer may own one or 
many accounts and each account must be owned by one or many 
customers is: Many-to-Many.

• A many-to-many relationship connects multiple instances of one entity 
to multiple instances of another entity.

Reference: This relationship is resolved in a database through a junction 
table containing foreign keys of both entities.



Examples of Data Model Components

Examples of data model components include:
"Keys, Relationships, Attributes, Entities, Facts.”

• Entities: Represent objects (e.g., Customer, Product).
• Attributes: Describe entity properties (e.g., Customer Name, ID).
• Keys: Ensure uniqueness and relationships (Primary, Foreign).
• Relationships: Define associations (One-to-Many, Many-to-Many).
• Facts: Represent measurable data (e.g., sales, revenue).

Reference: These components form the building blocks of a data model.



Definition of an Alternate Key

An alternate key is:
"A candidate key not selected to be the primary key.”

• Alternate keys are unique identifiers that can serve as a primary key but 
were not chosen as such.

Reference: They ensure data integrity and provide alternate pathways for 
accessing records.



Relationship Type for Management 
Hierarchy

The best relationship type for an employee who may work for one other 
employee and may manage one or more employees is Recursive.

• Recursive relationships represent hierarchical structures where an entity 
relates to itself, such as "Employee manages Employee.”

Reference: This is useful for modeling organizational hierarchies or 
nested structures.



Most Common Term for "Entity" at the 
Physical Level

The most common term for "entity" at the physical level of a model is:
"Table.”

• At the physical level, entities are implemented as tables in a relational 
database.

Reference: Tables consist of rows (records) and columns (attributes) and 
represent the physical storage of entity data.



Chapter 6
Data Storge and 

Operations 



Effective Approach for Supporting Multi-dimensional 
Business Report Requests
Ø The most effective approach for supporting multi-dimensional 

business report requests is OLAP (Online Analytical Processing).
• OLAP allows for complex queries and data analysis, providing 

quick answers to multi-dimensional queries.
Reference: OLAP systems are designed to handle analytical queries 
and are used for business intelligence purposes.

ACID Acronym
Ø ACID stands for Atomicity, Consistency, Isolation, and 

Durability.
• These are the core properties that ensure reliable processing in 

database transaction systems.
Reference: ACID compliance ensures that database transactions are 
processed reliably even in the event of failures.



Considerations for Business Continuity Plans
Ø When defining a business continuity plan, one should consider 

written policies and procedures, impact mitigating measures, 
required recovery time, and acceptable disruption.

• Critical data should be protected, and recovery processes must be 
clearly defined.

Reference: Business continuity plans ensure that an organization can 
continue operations in the event of disruptions.

DBA Action for Failing Database Schema Change
Ø If a database schema change is failing, the DBA should apply the 

backout plan to restore a consistent database state.
• This ensures that the database is returned to a stable condition 

before attempting further changes.
Reference: Having a backout plan is essential for minimizing risks 
during database changes.



Inconsistent Data Stores in Normal Operations
Ø If two data stores can be inconsistent during normal operations, the 

integration approach is Asynchronous.
• Asynchronous systems allow for data inconsistency as data 

synchronization occurs over time, not in real-time.
Reference: Asynchronous integration is common in distributed 
systems where immediate consistency is not required.

Moving Infrequently Used Data
Ø Data that is used infrequently or not at all may be moved to an 

alternative data store a process called Archiving.
• Archiving frees up space in active systems and helps maintain 

performance.
Reference: Archiving is an important part of data lifecycle 
management.



Goals of Data Operations
Ø The goals of data operations include assuring availability, 

protection, and integrity of structured data assets, and 
optimizing the performance of database transactions.

• Data operations play a crucial role in maintaining the health and 
performance of database systems.

Reference: Ensuring data integrity and performance is at the core of 
data operations responsibilities.

Activities Performed by Data Operations Staff
Ø Data operations staff are responsible for implementing and 

controlling database environments, planning for data 
retention, monitoring database licenses, and tuning database 
performance.

• Their role ensures the smooth operation and optimization of 
database systems.

Reference: Data operations staff manage the technical aspects of 
database administration.



Content Distribution Network Solution
Ø A Content Distribution Network (CDN) supporting a multi-national 

website is likely to use a replication solution.
• Replication ensures that content is available from multiple 

locations, reducing load times and improving availability.
Reference: Replication in CDNs helps distribute content globally to 
ensure faster access.

Methods to Ensure Data Recoverability
Ø The data operations team ensures data is recoverable by 

defining and executing the data recovery plan.
• A well-defined recovery plan ensures that data can be restored in 

case of failure or corruption.
Reference: Data recovery plans are critical for protecting against 
data loss.



BASE vs. ACID in Transaction Processing
Ø In the BASE vs. ACID model for transaction processing, "E" in BASE 

stands for Eventual Data Consistency.
• This means that while data may be temporarily inconsistent, it will 

eventually become consistent.
Reference: BASE (Basically Available, Soft state, Eventual consistency) 
is commonly used in distributed systems where strict ACID properties 
are relaxed.

Key Database Metrics Measured by Monitoring Tools
Ø Database monitoring tools measure key metrics such as Capacity, 

availability, cache performance, and user statistics.
• These metrics help DBAs optimize database performance and ensure 

availability.
Reference: Monitoring key database metrics is essential for proactive 
database management.



Business Continuity Plan
Ø A business continuity plan outlines how a business will 

continue operating during an unplanned disruption in 
service.

• It ensures that critical functions can be maintained or quickly 
restored.

Reference: Business continuity plans are vital for minimizing the 
impact of disruptions on operations.

Importance of Archiving Transaction Data
Ø Periodic archiving of transaction data from a production CRM 

system is critical for the maintenance of database 
performance.

• Archiving helps keep the active database lean and responsive by 
removing historical data.

Reference: Regular archiving ensures that performance is not 
degraded by excessive amounts of data.



Log-based Data Change Capturing Technique
Ø The technique for log-based change data capturing is where the 

source Database Management System creates data activity 
logs which are monitored and applied on the target 
database.

• This method tracks changes in the source system and applies 
them to the target system.

Reference: Log-based change capture is an efficient way to keep 
systems synchronized.

Independent Facets of Database Performance
Ø Database performance depends on two independent facets: 

Availability and Speed..
• Both must be optimized to ensure that users can access data 

quickly and reliably.
• Reference: Availability and speed are key indicators of overall 

database health and performance.



Access to Multiple Data Stores
Ø The technique used to provide access to a combination of 

individual data stores, regardless of structure, is Data Federation.
• Data federation allows data to be accessed from multiple sources 

without needing to merge them into a single repository.
Reference: Data federation is useful in scenarios where data resides 
in different systems but needs to be queried together.

Crawler Program for Updating Database Index
Ø A database whose index is updated by a crawler program 

operates on BASE principles (Basically Available, Soft state, 
Eventual consistency). BASE technology prioritizes availability and 
eventual consistency, making it suitable for large-scale, distributed 
NoSQL systems. 

Reference : BASE databases are common in systems that handle 
massive volumes of data with less stringent consistency 
requirements..



Guaranteeing Optimum Database Performance
Ø To guarantee optimum database performance, staff should 

discuss performance requirements with the data architects.
• This helps ensure that the database is designed and tuned to 

meet the specific needs of the organization.
Reference: Collaboration between DBAs and data architects is 
essential for optimizing database performance.

Causes of Poor Database Management
Ø True: Causes of poor Database Management include memory 

allocation errors, poor SQL coding, and database volatility.
• These issues can lead to slow performance, crashes, or data 

corruption.
Reference: Effective database management involves careful tuning 
and optimization of memory, queries, and overall system stability.



Categories of Data Types in Programming
Ø In computer programming, data types can be divided into two 

categories: Value types and Reference types.
• Value types store data directly, while reference types store references 

to the data
Reference: Understanding the difference between value types and 
reference types is crucial for efficient programming and memory 
management.



Thank You



Chapter7
Data Security
Key Takeaways



Obfuscation or Redaction of Data
Ø Obfuscation or redaction of data is the practice of making 

information anonymous or removing sensitive 
information.

• This helps protect privacy by ensuring that sensitive or 
identifiable data cannot be easily accessed or misused.

Reference: Obfuscation is commonly used to protect sensitive 
information in datasets shared or published publicly.



Drivers of Legislation for Information Security 
and Data Privacy
Ø A recognition of ethical issues in information 

management is increasingly driving legislation for 
information security and data privacy.

• This reflects growing concerns about the ethical handling of 
personal data and the responsibility organizations have in 
safeguarding it.

Reference: Ethical considerations, such as privacy and 
fairness, are shaping data privacy laws worldwide.



Definition of Data Security Policies
Ø The definition of data security policies should be a

collaborative effort between Business and IT.

• Collaboration ensures that policies align with both business 
needs and technical capabilities, covering all necessary 
security measures.

Reference: Data security policies are most effective when they 
incorporate input from both the business and IT teams.



Role of the Data Governance Council in 
Information Security Policy
Ø The Data Governance Council should review and approve 

the high-level Data Security Policy.

• The Council ensures that the policy aligns with overall data 
governance frameworks and regulatory compliance.

Reference: While the Data Governance Council doesn't 
implement policies, it plays a crucial role in overseeing and 
approving them.



Characteristics of an Effective Data Security 
Policy
Ø An effective data security policy ensures that the right 

people can use and update data in the right way, while 
restricting inappropriate access.

• It ensures data is accessed and modified only by authorized 
personnel, with protections against unauthorized access.

Reference: Clear procedures and enforcement mechanisms are 
essential to maintaining effective data security.



RACI Matrix in Outsourced Arrangements
Ø A RACI matrix is a useful tool to support the Segregation of 

duties in an outsourced arrangement.

• It clarifies roles and responsibilities, ensuring accountability in 
service delivery.

Reference: The RACI matrix helps manage expectations and 
responsibilities in outsourcing partnerships.



Stakeholders in Data Security Management
Ø Stakeholders whose concerns must be addressed in data 

security management include Clients, Patients, Citizens, 
Suppliers, or Business Partners.

• These groups rely on the organization to protect their 
sensitive data from breaches or misuse.

Reference: Effective data security management protects the 
interests of all parties involved, including external stakeholders.



Data Security and Competitive Advantage
Ø Data security contributes to competitive advantage by 

helping to protect proprietary information and intellectual 
property, as well as customer and partner information.

• Strong security measures prevent data leaks that could harm 
the business's reputation or result in the loss of valuable 
assets.

Reference: Data security safeguards business interests and 
protects sensitive information from competitors.



Data Protection Requirements
Ø Data protection requires ensuring that data is processed 

only in ways compatible with its intended and 
communicated use, respecting the consent of the data 
subject.

• This ensures compliance with privacy laws and respects 
individual rights regarding their personal data.

Reference: Compliance with data protection laws is critical to 
maintaining trust with customers and regulatory bodies.



Strategic Goals of a Data Security 
Management System
Ø A Data Security Management system should address 

regulatory requirements for privacy and confidentiality 
AND the privacy and confidentiality needs of all 
stakeholders.

• This ensures that the organization not only meets legal 
requirements but also protects stakeholder interests.

Reference: A robust data security management system 
balances regulatory compliance with stakeholder needs.



Definition of Data Security Management
Ø Data Security Management involves the planning, 

development, and execution of security policies and 
procedures to provide proper authentication, 
authorization, access, and auditing of data and 
information assets.

• It encompasses all processes needed to secure data from 
unauthorized access and ensure its integrity

Reference: Effective data security management ensures that 
information is protected throughout its lifecycle.



Data Security Touch Points
Ø Data security touch points in an organization are defined by 

business rules and process workflow.

• These touch points help ensure that data security measures 
are integrated into everyday business operations.

Reference: Security is embedded in the processes that govern 
how data is handled and accessed within an organization.



Development and Communication of Data 
Security Policies
Ø Data security policies should be developed and 

communicated to ensure that it is easier to comply than not 
to comply.

• Simplifying compliance encourages adherence to security 
protocols and minimizes risk.

Reference: Clear and straightforward security policies promote 
better compliance and reduce the likelihood of violations..



Security Mechanism for Email Monitoring
Ø A security mechanism that searches for customer bank 

account details in outgoing emails is achieving the goal of 
ensuring stakeholder requirements for confidentiality 
and privacy are met.

• This protects sensitive customer information from being 
inadvertently exposed through email.

Reference: Email monitoring tools help ensure compliance with 
data privacy standards by preventing unauthorized data sharing.



The Four "A's" of Data Security
Ø The four "A's" of data security are Authentication, 

Authorization, Access, and Audit.

• Availability is not one of the four "A’s”.

Reference: These elements are key to managing who can 
access data and tracking their activity.



Focus of Information Security Legislation
Ø Legislation and regulation for information security usually 

focus on the end (protecting data) and not the means
(specific technology).

• This allows organizations flexibility in how they meet security 
requirements.

Reference: Security laws are concerned with the outcome 
(protecting data) rather than prescribing specific technologies.



Considerations in Data Security Strategy
Ø An effective Data Security Strategy needs to consider 

physical (devices, hard copy) as well as technical security.

• Physical security ensures that access to hardware and 
printed data is controlled, in addition to protecting digital data.

Reference: Physical security is a critical component of 
comprehensive data protection.



Benefits of Using Role Groups in Data 
Security
Ø The benefit of using role groups to implement Data Security 

policies is that it reduces the amount of effort to assign 
access rights to users if they inherit rights from their 
group.

• This simplifies the management of access controls by 
assigning permissions at the group level.

Reference: Role-based access control (RBAC) improves 
efficiency in managing data security policies.



Responsibility for Data Security Policy 
Implementation
Ø The implementation and administration of Data Security 

policies is primarily the responsibility of Security 
administrators.

• They ensure that security measures are enforced and that 
data remains protected from unauthorized access.

Reference: Security administrators play a crucial role in 
enforcing and maintaining data security protocols.



Percentage of Computers with Recent Security 
Patches
Ø The percentage of enterprise computers having the most 

recent security patch installed is a metric of the Data 
Security knowledge area.

• Keeping systems up to date with security patches is crucial 
for protecting against vulnerabilities.

Reference: Security patching is an important aspect of 
maintaining data security and protecting systems from threats



HTTPS
Ø HTTPS indicates that the website is equipped with a 

security layer.

• This ensures that communications between the browser and 
the website are encrypted and secure

Reference: HTTPS is essential for protecting data transmitted 
over the web, such as personal or financial information.



Difference Between Data Security Policy and 
IT Security Policy
Ø The difference between a Data Security Policy and an 

Information Technology Security Policy is that Data 
Security policies are more granular in nature and take a 
data-centric approach.

• Data Security focuses specifically on protecting data, while IT 
Security encompasses broader concerns like network and 
infrastructure security.

Reference: Data Security policies focus on protecting sensitive 
data, while IT Security covers the overall protection of IT 
systems.



Legislation Protecting Educational Records in 
the U.S.
Ø The legislation that protects educational records in the United 

States is FERPA (Family Educational Rights and Privacy 
Act).

• FERPA ensures that student education records are protected 
and that access to them is controlled.

Reference: FERPA is a key piece of legislation for protecting the 
privacy of student records.



Process of Translating Plain Text into Complex 
Codes
Ø The process of translating plain text into complex codes to hide 

privileged information is called encryption.

• Encryption protects sensitive information by converting it into an 
unreadable format that can only be decoded with the proper key.

Reference: Encryption is widely used to secure data in transit and 
at rest.



Definition of a Hash
Ø A hash is an algorithm that converts encoded values into 

data (or vice versa).

• Hashing is commonly used to securely store passwords and 
verify data integrity.

Reference: Hashing ensures that data remains consistent and 
unchanged during transmission.



Privacy and Confidentiality Stakeholder 
Requirements
Ø The stakeholder requirements for privacy and confidentiality are 

goals found in Data Security.

• Protecting the privacy and confidentiality of data is a key 
objective of data security measures.

Reference: Ensuring privacy and confidentiality is essential for 
meeting stakeholder expectations and regulatory requirements.



Security Mechanism in Usage Logs
Ø The security mechanism being used to detect a staff member 

inappropriately accessing client records from usage logs is 
Audit.

• Auditing tracks access and changes to data, allowing for 
monitoring and detection of inappropriate behavior.

Reference: Auditing helps ensure accountability and compliance 
with data access policies.



Requirement for Username, Password, and Code 
from Authentication App
Ø The requirement to enter a username, a password, and a code 

sent to an authentication app is called 2-factor authentication.

• This adds an extra layer of security by requiring two forms of 
verification to access systems.

Reference: Two-factor authentication enhances security by making 
it harder for unauthorized users to gain access.



Purpose of Classifying Data for Information 
Security
Ø Information security begins by classifying an organization's data 

to identify which data needs protection.

• Data classification helps prioritize which information is most 
sensitive and requires the highest level of security.

Reference: Classifying data ensures that security efforts are 
focused on protecting the most critical and sensitive information.



Thank You



Chapter 8
Data Integration and 

Interoperability



Preparation and Operational Activities in Data 
Interchange
Ø Preparation and operational activities associated with data 

interchange include:
• Specification for dataset creation, design, build, and test of 

dataset creation, specification and design of operational 
process, and operation.

• All of the above are necessary for the effective implementation of 
data interchange processes.

Reference: Comprehensive data interchange processes require 
proper specification, design, testing, and operational monitoring.



Critical Data Interchanges
Ø Critical data interchanges are involved in:
• RRP submissions to a regulator, issue of contracts and ITTs 

for bidding, business-specific information published to the 
organization’s web pages, and GIS datasets published to 
support safety checks before operational digging.

• All of the above are examples of critical data exchanges 
necessary for regulatory compliance and business operations.

Reference: Critical interchanges are vital for maintaining operational 
integrity and regulatory compliance.



Discovering and Documenting Metadata About Physical 
Data Assets
Ø Discovering and documenting metadata about physical data assets 

provides information on how data is transformed as it moves 
between systems.

• This metadata is essential for tracking data lineage and ensuring 
accurate data movement.

Reference: Metadata discovery helps in understanding data 
transformations and movements across different systems.



Data Lineage Tool
Ø A data lineage tool enables a user to track the data from source 

system to a target database, understanding its 
transformations.

• This tool helps visualize how data moves through systems and 
undergoes changes..

Reference: Data lineage tools are key for maintaining transparency 
and ensuring data integrity across transformations.



Difficulty in Integrating Multiple Source Systems
Ø One of the difficulties in integrating multiple source systems is 

determining valid links or equivalences between data 
elements.

• It can be challenging to establish consistent relationships and 
mappings between disparate data sources.

Reference: Data element equivalency is critical for successful data 
integration and maintaining data quality.



Ensuring Secure Data Interchange
Ø To ensure that all data interchange scenarios are managed 

securely, it is essential to comply with legal and regulatory or 
external obligations to publish data.

• Security and compliance are critical for protecting data during 
interchange processes.

Reference: Compliance with regulations ensures data privacy and 
integrity during data exchanges.



Goal of Data Discovery in Data Integration
Ø The goal of data discovery in data integration is to identify 

potential sources and perform a high-level assessment of Data 
Quality.

• This ensures that integration efforts are based on reliable and high-
quality data sources.

Reference: Data discovery is the first step in ensuring that integration 
processes are grounded in accurate data.



Definition of Change Data Capture
Ø Change data capture is a Data Integration approach that 

updates a Data Warehouse with small changes from 
Operational Systems.

• It captures and processes incremental changes to keep the 
warehouse up to date..

Reference: Change data capture is essential for maintaining real-time 
or near-real-time synchronization between systems.



Not Part of Data Integration and Interoperability

Ø The activity that is NOT part of Data Integration and Interoperability 
is: "Data Quality monitoring." While Data Integration focuses on 
consolidating and transforming data for unified access, Data 
Quality monitoring ensures the accuracy, consistency, and 
completeness of data, which is a separate function. 

Reference : Data Integration focuses on unifying data across 
systems, while Data Quality is about assessing and improving data 
fitness for use.



Advantage of Point-to-Point Interaction Model
Ø The advantage of using the point-to-point interaction model 

instead of a hub-and-spoke model is lower latency.
• Point-to-point interactions provide direct communication between 

systems, reducing delays.

Reference: Point-to-point systems are efficient for real-time data 
exchanges where low latency is critical.



ETL Acronym
Ø ETL stands for Extract, Transform, Load.
• It is the standard process for moving data from source systems, 

transforming it, and loading it into a target system.

Reference: ETL is a core data integration process, particularly in data 
warehousing.



Impact of Synchronous Data Integration
Ø When integrating two data stores using batch or real-time 

synchronous approaches, the result is often an issue with latency.
• Synchronous processes can introduce delays as they wait for all 

systems to align before completing operations.

Reference: Latency in synchronous systems can affect performance, 
especially in real-time integrations.



Example of Incoming Formatted Dataset
Ø An example of an incoming formatted dataset is received content 

formatted into Excel tables as a formatted file.
• Data sent to organizations is often formatted in specific ways, such 

as Excel tables, for ease of use and integration.

Reference: Formatting ensures that data is structured and ready for 
analysis or integration upon receipt..



Tightly Coupled System Interface
Ø When systems are tightly coupled, the interface is typically a 

synchronous interface.
• Tightly coupled systems require real-time communication and data 

synchronization between systems.

Reference: Synchronous interfaces facilitate real-time data sharing 
but can introduce dependencies between systems.



Integration Approach with Higher Latency
Ø Batch data integration has a higher latency compared to event-

driven approaches.
• Batch processes involve collecting and processing data in groups, 

leading to delays in data availability.

Reference: Batch integration is suitable for scenarios where 
immediate data availability is not required.



Example of Internal Data Interchange

Ø An example of internal data interchange is data sent and 
received between people or systems within an organization, 
such as reports, documents, GIS datasets, drawings, models, 
photographs, or records.

• This type of interchange focuses on sharing data internally rather 
than externally.

Reference: Internal data interchanges support collaboration and 
operational efficiency within organizations.



Service-Oriented Architecture (SOA) Implementation
Ø Implementing a Services-Oriented Architecture (SOA) will often 

use an enterprise service bus.
• An enterprise service bus facilitates communication between 

services in an SOA environment.

Reference: SOA helps integrate different services within an 
organization, enabling modularity and flexibility.



Not an Example of External Outgoing Data Interchange
Ø Purchased prebuilt data is not an example of external outgoing 

data interchange.
• External outgoing data interchange involves sending data from an 

organization to external entities, not purchasing data.

Reference: Outgoing interchanges typically involve sending reports, 
documents, or other data generated within the organization.



Benefit of Service-Oriented Architecture (SOA)
Ø One of the key benefits of SOA is that it enables application 

independence and the ability to replace systems without 
significant changes to interfacing systems.

• SOA allows for modularity and flexibility in system integration.

Reference: SOA is designed to reduce dependencies between 
applications, making systems easier to maintain and upgrade.



Purpose of ISO 8000
Ø The purpose of ISO 8000 is to enable the exchange of complex 

information in an application-neutral form.
• This standard ensures that data can be shared and understood 

across different systems and platforms.

Reference: ISO 8000 focuses on improving data quality and ensuring 
compatibility across systems..



Example of Interoperability
Ø The ability of a photo app to share images with various social 

media applications is an example of Interoperability.
• Interoperability ensures that different systems can work together 

and exchange data seamlessly.

Reference: Interoperability is critical for enabling systems to interact 
and share data across platforms.



Essential for Successful Data Integration
Ø The most essential factor for the successful integration of data is 

understanding data content and structure.
• Without a clear understanding of the data, integration efforts are 

likely to fail.

Reference: Data content and structure provide the foundation for 
designing integration processes that work effectively.



Mapping Data from Source to Target
Ø Mapping requirements and rules for moving data from source to 

target enables: "Load".
• The load process involves moving the transformed and prepared 

data into the target system, such as a data warehouse or database.

Reference: Load is the final step in the ETL (Extract, Transform, 
Load) process, ensuring data is accessible and ready for use.



Goal of Data Discovery
Ø One of the goals of data discovery is identifying potential 

sources of data for the Data Integration effort.
• Data discovery helps organizations find relevant data sources that 

can be integrated into their systems.

Reference: Identifying data sources is a critical step in planning data 
integration efforts.



Common Interaction Models for Data Integration
Ø Three common interaction models for data integration are point to 

point, hub and spoke, and publish and subscribe.
• Each model has its advantages depending on the scale and 

requirements of the integration effort.

Reference: These models provide different ways of structuring data 
exchanges between systems.



Best Use Case for Point-to-Point Interfaces
Ø The best use case for point-to-point interfaces is integrating two 

systems with data only needed by those systems.
• Point-to-point integration is ideal for simple, direct data exchanges 

between a limited number of systems.

Reference: Point-to-point interfaces are efficient for small-scale 
integrations where complex architecture is unnecessary.



Thank You



Chapter 9
Document and Content 

Management



Primary Deliverables of Proper Document and 
Record Management
Ø Deliverables include managed records in many media 

formats, e-discovery records, policies and procedures, 
contracts, and financial documents.

• These outputs ensure compliance, proper governance, and 
accessibility for critical organizational data.

Reference: Document and record management systems help 
organizations maintain structured and compliant information.



Capabilities of a Document Management 
System
Ø A document management system provides storage, 

versioning, security, metadata management, indexing, 
and retrieval.

• These capabilities streamline document handling and ensure 
secure, controlled access.

Reference: Document management systems enable efficient 
tracking and usage of electronic documents.



Activities in the Document/Record 
Management Lifecycle
Ø Activities include identification, management of policies, 

classification, retention, storage, retrieval and circulation, 
preservation, and disposal.

• These lifecycle steps ensure the systematic management of 
records from creation to disposal.

Reference: Proper lifecycle management reduces risks and 
ensures compliance with regulations.



Reasons Non-Value-Added Information is 
Retained
Ø Non-value-added information is often retained because:

• Policies are unclear on what is non-value-added, storage 
is cheap, and it takes more effort to dispose than to 
keep.

• Organizations may keep data due to uncertainty about future 
utility or compliance.

Reference: Clear policies and governance reduce unnecessary 
data retention.



Classification of Documents and Records
Ø Documents and records should be classified based on the 

highest level of confidentiality for information found in the 
record.

• This ensures the most sensitive data dictates the security 
requirements.

Reference: Adopting the highest confidentiality level protects 
sensitive information.



Relationship Between Documents and 
Records
Ø Records are a subset of documents.
• All records are documents, but not all documents qualify as 

records, as records are evidence of transactions or events.

Reference: Records are created to meet compliance, legal, or 
operational needs.



Non-Step in the Document and Content 
Management Lifecycle
Ø Create a content strategy is not a step in the lifecycle.

• Steps include Audit documents and records, managing 
versions, capturing content, and managing retention/disposal.

Reference: Create a content strategy are part of governance 
but not a lifecycle stage.



GARP for Managing Records
Ø GARP stands for Generally Acceptable Recordkeeping 

Principles.

• These principles guide organizations in effective and 
compliant recordkeeping practices.

Reference: GARP provides a framework for managing 
information responsibly.



Goal of Document and Content Management
Ø The goal is to ensure effective and efficient retrieval and use 

of data and information in unstructured formats.

• This includes documents, emails, and multimedia.

Reference: Content management systems address 
unstructured data challenges.



Definition of Ontology
Ø Ontology is the study of being and existence.

• It focuses on the nature of entities and their relationships.

Reference: Ontology underpins classification systems by 
defining concepts and relationships.



Enterprise Content Management Systems 
(ECM)
Ø ECM stores Information to be displayed on websites and 

contained in documents.

Reference: ECM systems are integral to document and content 
management.



Reason for Retaining Non-Value-Adding 
Information
Ø Organizations retain non-value-adding information because 

storage is cheap and easily expanded.

• This often leads to unnecessary data accumulation.

Reference: Clear policies and governance are needed to 
minimize non-essential data storage.



XML and Data Representation
Ø TRUE: XML provides a language for representing both 

structured and unstructured data and information.

• It is flexible and widely used for data interchange and 
storage.

Reference: XML bridges structured databases and unstructured 
content.



Users Avoiding Document Management 
Systems
Ø Users may avoid document management systems due to 

onerous classification requirements when adding 
documents.

• Complicated processes discourage adoption.

Reference: Systems must balance robust classification with 
ease of use.



Best Definition of Ontology
Ø A set of concepts and categories in a subject area or 

domain that shows their properties and relationships 
between them.

• Ontology organizes knowledge in a structured way for clear 
relationships.

Reference: Ontology aids in building robust taxonomies and 
knowledge systems.



Enterprise Organization Chart Example
Ø An enterprise organization chart with multiple levels and a 

single reporting line is an example of a hierarchical 
taxonomy.

• This taxonomy organizes information in parent-child 
relationships.

Reference: Hierarchical taxonomies provide structured, layered 
classifications.



Definition of Taxonomy
Ø Taxonomy refers to any classification or controlled 

vocabulary.

• It organizes terms, categories, and concepts for consistency 
and clarity.

Reference: Taxonomies standardize how information is 
categorized and retrieved.



Workflow in Content Management Systems
Ø Adding workflow to a CMS enables the controlled review 

and approval of documents.

• Workflow ensures compliance, accountability, and version 
control.

Reference: Workflow automation improves efficiency and 
governance.



Ontology vs. Metaphysics
Ø Ontology asks What? while metaphysics asks How?

Reference: Ontology underpins systems design, while 
metaphysics is more philosophical.



Example of a Taxonomy
Ø The Dewey Decimal System for libraries is the best 

example of a taxonomy.

• It categorizes books into structured classifications for easy 
retrieval.

Reference: Taxonomies like Dewey Decimal organize complex 
information effectively.



Thank You



Chapter10
Reference & Master Data



Internationally Recognized Codes for Countries
Ø ISO 3166 is an internationally standardized set of codes used 

by most organizations.
• ISO 3166 provides standardized codes for countries, making it 

widely used for consistency in international data interchange.

• Reference: ISO 3166 codes are essential for consistent country 
identification in global data systems.



Data to Capture in Reference Data Stewardship
Ø In the reference data stewardship process, it is helpful to capture 

steward name, originating organization, expected frequency of 
updates, and processes using the reference data.

• This information provides context, accountability, and update 
schedules for managing reference data effectively.

Reference: Capturing basic information aids in the governance and 
lifecycle management of reference data.



Interchangeability of ISO Codes for Countries and 
Languages
Ø ISO codes for countries (ISO 3166) and languages (ISO 639) 

serve different purposes and are managed separately, with no 
overlap.

Reference: ISO 3166 and ISO 639 provide distinct codes for 
countries and languages, respectively, for precise data categorization.



Benefit of Pursuing a Reference Data or Master Data 
Management Initiative
Ø By centralizing the management of reference and master data, 

the organization can conform critical data needed for analysis.
• Centralized management ensures consistent, accurate data for 

analysis and reporting across the organization.
Reference: Master and reference data management initiatives 
improve data quality and support better data-driven decision-making.



Non-Focus Area in Master Data Management
Ø Producing read-only versions of key data items is not a primary 

focus of Master Data Management.
• MDM focuses on data accuracy, deduplication, and creating a 

"golden record," not on making data read-only.
Reference: Master Data Management is concerned with maintaining 
a single, authoritative source of truth.



Importance of Data Model in Master Data Management
Ø Master Data Management needs consistent logical definitions.
• A data model provides consistent definitions and structures that are 

essential for effective Master Data Management.
Reference: Consistent data models support the integration, 
standardization, and accuracy of master data across systems.



Difference Between Master Data and Reference Data
Ø Unlike reference data, master data is not usually limited to 

predefined domain values.
• Master data typically includes core business entities (e.g., 

customers, products) and is more dynamic, while reference data 
provides standardized, often static values for categorization.

Reference: Master data represents critical business entities, while 
reference data categorizes and supports master data usage.



Consumer of Master Data Content
Ø The "consumer" of master data content received from a Master 

Data Management platform is referred to as a Subscriber.
• Subscribers utilize the standardized master data for various 

applications, analytics, or reporting within the organization.
Reference: Subscribers rely on MDM for consistent and up-to-date 
master data across systems.



Master Data Representation at Any Given Time
Ø Master data values should represent the organization's best 

understanding of what is accurate and current.
• Master data is maintained to reflect the most accurate and current 

information about core entities.
Reference: MDM aims to provide an accurate, up-to-date view of 
important business entities..



True Statement Regarding Master Data Management
Ø Master Data Management requires techniques for splitting and 

merging an instance of a business entity.
• These techniques help manage duplicate records, ensuring that 

data remains accurate and non-redundant.
Reference: : MDM uses merging and deduplication to create a single, 
unified view of entities like customers or products.



System with "Best Version" of Master Data
Ø The system containing the "best version" of the master data is 

known as the System of Record.
• This is the authoritative source for accurate master data within the 

organization.
Reference: The system of record ensures data consistency across 
applications by providing the trusted version of master data..



Dataset of X, Y Coordinates of Company Stores
Ø A dataset comprised of X, Y coordinates of company stores would 

be an example of Master Data.
• Master data includes key business information such as store 

locations, which are essential for business operations and analysis.
Reference: Location data for assets like company stores is core to 
business processes and categorized under master data.



Example of Plant Equipment Data
Ø Plant equipment is an example of Master Data.
• It represents key business assets that need to be managed 

accurately within enterprise systems.
Reference: Master data includes information on core assets, enabling 
better management and maintenance.



Purpose of Reference Data
Ø Reference Data is used to categorize and classify other data.
• This type of data provides consistent codes or values for 

categorizing information, such as industry codes or country codes.
Reference: Reference data supports structured data classification 
and helps maintain data integrity across systems.



Motivation for Reference and Master Data Management
Ø A common motivation for Reference and Master Data Management 

is the need to improve Data Quality and data integrity across 
multiple data sources.

• These initiatives help create consistent and reliable data, which is 
critical for data-driven decision-making and compliance.

Reference: Master and reference data management improve data 
accuracy and support organizational objectives



Forms of Master and Reference Data
Ø Master and reference data are forms of Data Integration.
• They bring together core data from multiple sources, standardizing 

and consolidating it for consistent use.
Reference: Master and reference data play a key role in integrating 
diverse data sources within an organization



Driver for Reference Data Management Program
Ø A common driver for initiating a Reference Data Management 

program is improving Data Quality and facilitating analysis 
across the organization.

• Standardized reference data supports better analytics and 
decision-making by ensuring consistency in categorization

Reference: Reference data management enhances data quality and 
makes it easier to analyze and compare data across departments.



Non-Method for Storing Master Data
Ø Repository is not a typical way of storing Master Data.
• Master data is generally stored in consolidated systems, registries, 

or virtual environments, while transaction hubs are focused on 
transactional data

Reference: Master data storage involves systems designed for 
stability and consistency, separate from transactional systems.



Reason for Purchasing Reference Data
Ø An organization may choose to purchase reference data to 

enhance data quality and to facilitate analysis across the 
organization.

• Purchased reference data, such as industry codes, can standardize 
classification and support more effective analytics.

Reference: Third-party reference data enhances internal data quality 
and can be a cost-effective alternative to creating it in-house.



Master Data Management (MDM) Purpose
Ø Master Data Management controls the definition of business 

entities.
• MDM standardizes the core entities (like customers, products) to 

ensure consistent data usage across the organization.
Reference: MDM provides a single, authoritative source for core 
business entities, ensuring data integrity and consistency.



Example of Purchased Customer Credit Reports
Ø A dataset comprised of customer credit reports purchased from a 

third-party vendor is an example of Reference Data.
• Reference data from third-party vendors supplements internal data, 

providing standardized external information for analysis.
Reference: External data like credit reports supports decision-making 
by providing validated, third-party data points.



Master Data in Organizations
Ø All organizations have master data even if it is not labeled as 

such.
• Core business data, such as customer or product information, is 

present in every organization and functions as master data.
Reference: Master data is foundational to business operations and 
exists in various forms in all organizations.



Biggest Challenge to Implementing MDM
Ø The biggest challenge in implementing MDM is the disparity 

between sources.
• Different systems may store data in varied formats, creating 

inconsistencies that MDM needs to address to create a unified 
view.

Reference: Consolidating data from disparate sources is a primary 
challenge in establishing a reliable master data system.



Definition of Master Data Metadata
Ø Master data metadata provides the who, what, and where 

context about master data content.
• This metadata offers details about the origins, purpose, and 

structure of master data, supporting its effective use.
Reference: Metadata provides essential context for understanding 
and managing master data.



Types of Master Data Architecture
Ø Types of Master Data Architecture include Hybrid, Registry, 

Virtualized, Repository, and All of the above.
• Each type provides different methods for storing and managing 

master data based on organizational needs.
Reference: Master data architecture can be tailored to specific 
requirements, from centralized repositories to virtualized solutions.



False Statement about Value Domain
Ø Value domains are defined by external standard organizations 

is FALSE, as organizations often define value domains based on 
their internal data needs.

• Value domains refer to permissible values for data elements, 
supporting data integrity and consistency.

Reference: Value domains help standardize data usage but can be 
defined both internally and by external standards.



Attributes of Reference Data
Ø Reference data usually has fewer attributes than master data.
• Reference data typically consists of standardized values or codes, 

making it simpler and less detailed than master data.
Reference: Reference data is generally more concise, serving as a 
classification tool rather than a detailed data source..



Definition of Master Data
Ø A valid definition of master data is data about business entities 

that provide context for business transactions.
• Master data includes core information on entities like customers, 

products, and suppliers, enabling consistent reference in 
transactions.

Reference: Master data provides a stable reference for important 
business entities across processes and systems.



Example of County-Level Statistics from Government
Ø A dataset comprised of county-level statistics provided by the 

national government would be an example of Reference Data.
• Government-provided data is commonly used as reference data to 

support consistency in classification and analysis.
Reference: Reference data includes external datasets that provide 
standard information for internal use, such as geographic or 
demographic statistics.



Data to Capture in Reference Data Stewardship
Ø In the reference data stewardship process, it is helpful to capture 

steward name, originating organization, expected frequency of 
updates, and processes using the reference data.

• This information provides context, accountability, and update 
schedules for managing reference data effectively.

Reference: Capturing basic information aids in the governance and 
lifecycle management of reference data.



Thank You



Chapter11
Data Warehousing and 
Business Intelligence



Example of Non-Business Intelligence (BI) 
Activity
Ø Statutory reporting to a Regulatory Body is not a good 

example of BI.

• BI focuses on deriving insights for decision-making, while 
statutory reporting involves compliance-driven, standard 
reporting.

Reference: BI is used for analytics, decision support, and trend 
analysis, not regulatory compliance.



Least Relevant Question for Evaluating 
Analytic Applications
Ø Annual costs such as license, maintenance, etc. is least 

relevant when identifying the level of effort needed for 
analytic applications.

• While costs are important, they don't directly reflect the effort 
required for integration or implementation.

Reference: Level of effort is determined by infrastructure 
compatibility, integration needs, and functionality alignment.



OLAP Data Processing Operations
Ø Slice, Dice, Roll-up, and Pivot are terms used in OLAP 

(Online Analytical Processing).
• These operations allow for multidimensional analysis and 

data visualization.
Reference: OLAP is designed for querying and analyzing large 
datasets, often in BI tools.



Definition of Active Data Warehousing
Ø Active Data Warehousing provides a combination of 

historical and near real-time data to meet customer needs.
• This architecture supports both transactional and analytical 

operations simultaneously.

Reference: Active data warehouses enable real-time analytics 
alongside historical data storage.



Typical Metric in Data Warehouse/BI Projects
Ø A typical metric is the number of concurrent users 

connected to the data warehouse.

• This measures system usage and performance under load.

Reference: User concurrency is a critical metric for assessing 
the scalability of BI systems.



Not Good Activity for Business Acceptance 
and User Satisfaction
Ø Defining different types of reporting tools to be used for 

future business needs is not an activity that directly 
ensures business acceptance or user satisfaction.

• User satisfaction focuses on current quality, responsiveness, 
and data verifiability.

Reference: Immediate concerns like data quality and
responsiveness are more critical for user satisfaction.



Purpose of a Roadmap in Data Warehouse 
Implementation
Ø A roadmap is used to demonstrate progress towards the 

desired end state.
• It provides a clear vision of goals, milestones, and alignment 

with the overall strategy.

Reference: Roadmaps help communicate progress and 
maintain alignment with business objectives.



Factors in Choosing Data Warehouse Tools
Ø Factors to consider include:

• Build vs. buy vs. rent
• Current and future requirements
• Current and future costs
• Professional service offerings

Reference: A holistic view ensures the chosen tool aligns with 
business and technical needs.



Data Dictionary Description
Ø A data dictionary describes mainly data in business terms 

directly from the logical model.

• It provides definitions, relationships, and metadata for data 
elements.

Reference: Data dictionaries are essential for standardizing 
data understanding across stakeholders.



Difference Between Operational Systems and 
Data Warehouses
Ø Operational systems focus on current data; data 

warehouses contain historical data.
• Operational systems support daily business processes, while 

data warehouses enable analytical reporting.
Reference: Data warehouses are optimized for analytical 
queries, whereas operational systems handle transactions.



Critical for Incremental Development of Data 
Warehouses
Ø A strong release management process is critical for 

incremental development.
• Effective release management ensures smooth transitions 

and updates.
Reference: Incremental development relies on robust 
processes to manage changes and deployments.



Data Integration Approach for Small Changes
Ø The approach is called CDC (Change Data Capture).
• CDC updates the data warehouse by capturing and applying 

incremental changes from operational systems.

Reference: CDC minimizes processing time and resources by 
focusing on changes rather than entire datasets.



Common OLAP Operations
Ø Common OLAP operations include:

• Slice and Dice
• Pivot
• Drill up and Drill down
• Roll up
Reference: OLAP enables multidimensional data exploration 
using these operations.



Main Part of a Data Vault
Ø The Raw Data Vault houses and integrates data from various 

source systems.

• It stores raw, unprocessed data for subsequent 
transformation and analysis.

Reference: The raw data vault serves as the foundation for 
integrating and processing data in the vault methodology.



Recipients of Business Performance 
Management Reporting
Ø Executives are the primary recipients of business 

performance management reporting.

• These reports provide high-level insights to support strategic 
decision-making.

Reference: Executives use performance reports to guide 
organizational strategy and assess outcomes.



Answering "What Does This Report Mean?"
Ø The data warehouse/BI team should focus on End-to-end 

metadata.

• Metadata provides context, definitions, and lineage for data, 
enabling better interpretation of reports.

Reference: Metadata ensures clarity and transparency in BI 
reporting.



Broadest Context of Data Warehouse
Ø In its broadest context, a data warehouse includes any data 

stores or extracts used to support the delivery for BI 
purposes.

• This includes all systems contributing to BI, whether 
integrated or standalone.

Reference: Data warehouses encompass all data used to 
enable analytics and decision-making.



Characteristics of Dimension Tables
Ø Dimension tables have many columns but few rows.
• They store descriptive attributes (e.g., names, dates) for data 

analysis.

Reference: Dimension tables enable filtering and grouping in 
analytical queries.



Technique to Identify System of Record
Ø The technique is Analysis of Lineage.
• Data lineage tracks the origin, transformations, and flow of 

data, helping identify the authoritative system.

Reference: Lineage analysis ensures data integrity and 
traceability.



Analytical Applications
Ø According to Henry Morris of IDC, Analytical Applications 

provide businesses with a pre-built solution to optimize a 
functional area or industry vertical.

• These applications simplify deployment and align with 
specific business needs.



Definition of a Data Warehouse
Ø A data warehouse is any data stores or extracts used to 

support the delivery of Business Intelligence.

• It enables structured analysis and decision-making by 
consolidating data.

Reference: Data warehouses provide the foundation for 
effective BI.



Thank You



Chapter 12
Key Takeaways



Updating the Metadata Repository During Project 
Close-Out
Ø Updating the Metadata repository is a recommended 

activity during project close-out in the Software 
Development Lifecycle (SDLC).

• Ensuring that metadata is up-to-date helps maintain 
a record of data changes and supports future 
projects.

Reference: Metadata updates during project close-out 
ensure the long-term utility and accuracy of metadata 
repositories.



Meta-Data for Developers and Administrators
Ø Technical Operational Meta-Data provides 

developers and administrators with knowledge and 
information about systems.

• This type of metadata includes information related to 
system configurations, performance metrics, and 
technical details

Reference: Technical operational metadata supports 
system management and helps in optimizing 
performance.



Examples of Process Meta-Data
Ø Examples of Process Meta-Data include:
• Data Stores & Data Involved
• Government/Regulatory Bodies
• Roles & Responsibilities
• Process Dependencies and Decomposition
Reference: Process metadata captures the details related to the 
execution and management of business and technical processes.

Document-Focused Meta-Data Scheme
Ø Preservation Meta-Data is a metadata scheme specifically 

focused on documents.
• It involves managing the long-term preservation and integrity of 

digital documents.

Reference: Preservation metadata ensures that documents are 
maintained in a usable format over time, including digital archiving.



Metrics Associated with Meta-Data Management
Ø Steward Representation/Coverage, Meta-Data Repository 

Availability, and Meta-Data Management Maturity are metrics 
associated with metadata management.

• These metrics track the effectiveness and reach of metadata 
initiatives across an organization.

Reference: Organizations use these metrics to assess the maturity 
and utility of their metadata management systems.

Business Drivers for Managing Metadata
Ø Business drivers for managing metadata include:
• Reduce data-oriented research time, improve communication 

between data consumers and IT professionals, and improve time-
to-market by reducing system development life-cycle time.

Reference: Metadata management enhances efficiency and 
collaboration, ultimately reducing the time needed to bring new 
products to market.



Goals of Setting, Enforcing, and Auditing Metadata 
Standards
Ø By setting, enforcing, and auditing metadata standards, 

organizations hope to simplify integration and enable use.
• Consistent metadata standards ensure seamless data integration 

across systems and departments.
Reference: Metadata standards help streamline data integration and 
enable easier understanding of organizational data.

Number of Artifacts to Search in the Metadata Repository
Ø There is no mandatory number of artifacts to be searched, but 

it is highly recommended that the library is examined during 
business change projects.

• Examining the metadata repository ensures all necessary 
components are accounted for.

Reference: Searching through metadata libraries helps avoid gaps or 
inconsistencies during project transitions.



Difference Between Industry and Consensus Metadata 
Standards
Ø "The terms are used interchangeably to describe the same 

concept." Both terms generally refer to standards that establish 
consistency and structure for metadata. They ensure alignment within 
organizations or across industries, depending on the context. 

Ø Reference: While consensus standards may originate internally, they 
often align with industry standards to support broader interoperability 
and consistency.

Where to Find Database Table Names, Column Names, and 
Indexes
Ø The best place to find database table names, column names, and 

indexes is the Database Catalog.
• The database catalog holds metadata related to the structure and 

organization of data within the database.
Reference: Database catalogs provide essential technical metadata for 
managing database schemas.



Data Provenance and Data Lineage
Ø Data Provenance and Data Lineage are examples of Business 

Metadata.
• They track the history of data, including its origins, transformations, 

and movements across systems.
Reference: Business metadata like data provenance and lineage help 
ensure data transparency and traceability.

ISO Metadata Registry Standard
Ø The ISO metadata registry standard that provides a framework for 

defining a metadata registry is ISO/IEC 11179.
• This standard defines how to organize and manage metadata to 

ensure consistency and reuse.
Reference: ISO/IEC 11179 is a widely accepted standard for managing 
metadata registries in a structured way.



Industry Metadata Standard Essential for EDI
Ø The establishment of an industry metadata standard is essential for 

Electronic Data Interchange (EDI).
Ø EDI relies on standardized metadata formats to enable seamless and 

automated data exchange between organizations.
Reference: Metadata standards ensure interoperability and efficiency in 
EDI processes.

Consulting the Metadata Library
Ø The Metadata Library should be consulted when assessing the 

impact of change.
• Metadata provides insights into how changes to data might affect 

systems and processes.
Reference: Assessing the impact of changes through metadata helps 
prevent unintended consequences in systems.



Perspectives Enabled by the Metadata Repository
Ø The metadata repository enables multiple perspectives of data, 

including the Business and Technical Perspective.
• These perspectives allow stakeholders from different roles to access 

the data in ways that are meaningful to them.
Reference: The business and technical perspectives help bridge the 
gap between business needs and technical implementations.

When Not to Consult the Metadata Repository
Ø We do not expect to consult the Metadata repository when updating 

the operating system that the Master Data Management toolset is 
running on.

• Metadata repositories are concerned with data, not with underlying 
system software.

Reference: Metadata repositories focus on data management rather 
than system-level operations like OS updates.



Business Perspective Product in the Metadata Repository
Ø A business perspective product in the Metadata repository is the Data 

Glossary.
• The data glossary defines key business terms and their meanings, 

ensuring consistency across the organization.
Reference: The data glossary helps unify business language and data 
terminology across different departments.

Unexpected Contents in the Metadata Repository
Ø Data storage devices are NOT something you would expect to find 

in a metadata repository.
• Metadata repositories store information about data, not physical 

hardware details.
Reference: Metadata focuses on the organization and description of 
data, not on the physical infrastructure.



True Statements About Metadata
Ø Data models are components of a Metadata repository is a true 

statement about metadata.
• Metadata repositories include data models that describe the structure 

and relationships within a database.
Reference: Data models are crucial components of metadata 
repositories, guiding the logical and physical organization of data.

Purpose of Building a Metadata Library
Ø The library of information about metadata is built so that we can 

better manage it, have a shared formalized view of requirements, 
better understand it, be consistent in terminology, and improve 
overall data management.

Reference: A well-maintained metadata library ensures data is used 
consistently and effectively across the organization.



Umbrella Term for Classification or Controlled Vocabulary
Ø An umbrella term for any classification or controlled vocabulary is 

Taxonomy.
• Taxonomies provide structured categorizations of data for easier 

organization and retrieval.
Reference: Taxonomies help organize data into meaningful categories, 
aiding in data governance and retrieval.

Data Swamp
Ø A Data Swamp is a data lake that has become messy, unclean, and 

inconsistent.
• Without proper management, data lakes can devolve into 

disorganized repositories that are difficult to use.
Reference: Data swamps are a cautionary example of what happens 
when data lakes lack proper governance and metadata management.



What Provides More Value to Data Consumers
Ø Data consumers will get more value out of data when they are 

provided more Context or Metadata.
• Metadata adds meaning and context to raw data, making it more 

useful for analysis and decision-making.
Reference: Contextual metadata helps users better understand the 
significance of data and how it relates to business goals.

Metadata Repository Processes
Ø Metadata repository processes do not include selecting Data 

Management library software, search, and storage technologies.
• This process falls under infrastructure management, not metadata 

management.
Reference: Metadata repository processes focus on managing data 
and its descriptions, not on the technical tools used for infrastructure 
management.



Document-Focused Metadata
Ø When metadata activities are focused on documents, the information 

is referred to as Preservation Metadata.
• This type of metadata focuses on maintaining the long-term usability 

and integrity of documents.
Reference: Preservation metadata ensures that digital documents are 
archived and can be accessed over time without degradation.

Metadata Focused on Data Governance
Ø Business Metadata focuses on the content and condition of data and 

includes details related to Data Governance.
• Business metadata helps ensure that data is used properly according 

to organizational policies.
Reference: Business metadata is crucial for aligning data management 
practices with governance and regulatory requirements.



Creation and Maintenance of Metadata
Ø Creation and maintenance of metadata should include: "Holding 

process owners accountable for the quality, setting and 
enforcing audit standards, quality monitoring, and creating 
feedback mechanisms for consumers." 

This ensures metadata is accurate, reliable, and effectively monitored, 
with clear accountability for its quality and use. 
Ø Reference: Proper metadata management promotes transparency, 

usability, and trust in data across the enterprise.

Process Controlling Versions of Datasets
Ø The process that describes controlling versions of the organization's 

datasets is Metadata.
• Metadata helps track and manage different versions of data, ensuring 

consistency and accuracy across updates.
Reference: Metadata management includes version control to track 
changes and maintain data integrity.



Initiatives That Established a Metadata Standard
Ø BASEL II established a Metadata Standard as part of its framework 

for managing financial data and regulatory compliance.
• This standard helps ensure consistent and accurate data reporting 

across financial institutions.
Reference: BASEL II introduced strict metadata standards to support 
transparency and regulatory compliance in the financial sector.

Process Involving the Assessment of Data Product 
Changes
Ø The process that involves assessing the impact of proposed changes 

to existing data product entries is Metadata.
• Metadata management ensures that changes are evaluated for their 

impact on related data and systems.
Reference: Assessing changes through metadata management helps 
avoid negative impacts on data quality and system performance.



Thank You



Chapter13
Data Quality 
Management 



Managing Data Quality Rules
Ø Data Quality rules should be documented consistently, tied 

to business impact, backed by data analysis, and 
accessible to all data consumers.

• Clear documentation ensures that rules can be implemented 
and monitored effectively.

Reference: Data Quality rules should align with organizational 
goals and be easily understood by all stakeholders.



Data Quality Dimension
Ø A Data Quality Dimension is a measurable feature or 

characteristic of data.
• Examples include accuracy, timeliness, completeness, and 

consistency.
Reference: Data dimensions help evaluate and monitor the 
quality of data in a structured way.



Data Quality Management Cycle
Ø The four stages of the Data Quality Management cycle are:
• Plan, Monitor, Act, and Deploy.
• "Improve" focuses on refining processes to address identified 

issues.

Reference: Continuous improvement ensures sustained Data 
Quality over time.



Non-Deliverable of Data Quality Management
Ø Data attribute definitions are not a primary deliverable of 

Data Quality Management.
• Primary deliverables include Data Quality strategies, 

frameworks, and reports.
Reference: Attribute definitions are part of data modeling, not 
Data Quality deliverables.



Non-Stage in the Data Quality Management 
Cycle
Ø Intervene is not a stage in the Data Quality Management 

cycle.
• The correct stages are Plan, Check, Act, and Do.
Reference: The Shewhart-Deming cycle guides the 
improvement lifecycle for Data Quality.



Non-Typical Activity in Data Quality 
Management
Ø Enterprise Data Modeling is not a typical activity in Data 

Quality Management.
• Typical activities include defining business rules, analyzing 

data, and identifying issues.
Reference: Data modeling is part of database design, separate 
from Data Quality processes.



Shewhart-Deming Cycle
Ø The stages of the Shewhart-Deming Cycle are:
• Plan, Do, Check, Act.
• "Investigate" is not a stage.

Reference: This cycle is foundational for continuous 
improvement in Data Quality.



True Statement About Data Quality 
Management
Ø Data Quality Management is a continuous process.
• It involves ongoing monitoring, measurement, and 

improvement to maintain high-quality data.
Reference: Continuous processes ensure long-term Data 
Quality sustainability.



Goal of Collecting Business Rules
Ø The goal of collecting and documenting business rules is to 

identify the requirements for Data Quality.
• Clear rules ensure data meets organizational needs and 

compliance standards.
Reference: Business rules guide the creation and monitoring of 
Data Quality processes.



Defining Data Quality Indicators
Ø Data Quality indicators should have Measurability, 

Relevance, and Acceptability.
• Indicators must be actionable and tied to organizational 

objectives.
Reference: Well-defined indicators enable effective Data Quality 
monitoring.



Business Relevance in Data Quality Metrics
Ø The value of a metric is limited unless it can be linked to 

some aspect of a business.
• Business relevance ensures that metrics are meaningful and 

actionable for stakeholders.
Reference: Aligning Data Quality metrics with business goals 
improves their utility and impact.



Top-Down and Bottom-Up Analysis
Ø These methods work well together because they balance 

business relevance and the actual state of the data.
• Top-down aligns with organizational goals, while bottom-up 

reveals the current state of data.
Reference: Combining both approaches provides a holistic view 
of Data Quality.



Non-Role of Data Quality Oversight Board
Ø Data Profiling and Analysis is not an expected role of a 

Data Quality Oversight Board.
• Their role includes setting priorities, establishing feedback 

mechanisms, and ensuring compliance.
Reference: Oversight boards focus on governance, not 
operational activities.



Non-Dimension of Data Quality
Ø Relevance is not a dimension of Data Quality according to 

DMBoK.
• Valid dimensions include Timeliness, Completeness, 

Currency, and Reasonableness.
Reference: Data Quality dimensions provide structured criteria 
for evaluation.



Purpose of a Data Lineage Tool
Ø A data lineage tool helps track historical changes to a 

dataset.
• It shows how data moves and transforms across systems.
Reference: Data lineage ensures transparency and traceability 
in data processes.



Non-Feature of Data Quality Improvement 
Tools
Ø Data Modeling is not usually a feature of Data Quality 

improvement tools.
• Features typically include profiling, parsing, transformation, 

and standardization.
Reference: Data Quality tools focus on improving existing data 
rather than designing schemas.



Data Quality SLA
Ø A Data Quality SLA includes roles and responsibilities for 

Data Quality.
• SLAs define accountability and service expectations for 

maintaining data standards.
Reference: SLAs are formal agreements to maintain Data 
Quality.



Data Quality Measurement Granularity
Ø Measurements can be taken at data element value, data 

instance or record, and data set levels.
• These levels provide detailed, intermediate, and high-level 

assessments of Data Quality.
Reference: Granularity ensures comprehensive Data Quality 
evaluation.



Data Quality Program vs. Project
Ø Data Quality Management is a program because it involves 

project and maintenance work along with 
communications and training.

• Programs address long-term goals and continuous 
improvement.

Reference: Data Quality programs sustain ongoing processes 
beyond project lifecycles.



Responsibility for Identifying Data Defects
Ø Any employee should identify and report data defects.
• Data Quality is everyone's responsibility, not just IT or 

compliance teams.
Reference: Involving all employees promotes a culture of Data 
Quality awareness.



Manual Directed Data Quality Correction
Ø Manual directed correction involves using automated 

cleanse and correction tools with results manually 
checked before committing outputs.

• This ensures that corrections are accurate and reviewed.
Reference: Combining automation with manual checks 
improves Data Quality outcomes.



Key Process in Defining Data Quality Business 
Rules
Ø The key process is separating data that does not meet 

business needs from data that does.
• This ensures that only high-quality data is used for business 

operations.
Reference: Defining business rules helps enforce standards for 
acceptable data.



Non-Goal of Data Quality
Ø The delivery of a Data Quality Strategy and framework is not 

a goal.
• Goals focus on defining, measuring, and maintaining Data 

Quality standards.
Reference: Advocacy is a direct goal of Data Quality 
Management.



Definition of a Root Cause
Ø A root cause is a factor, that if eliminated, removes the 

problem itself.
• Root cause analysis identifies the fundamental issue behind 

defects.
Reference: Addressing root causes prevents recurring Data 
Quality problems.



Example of Consistency in Data Quality
Ø All the records in the CRM have been accounted for in 

the data warehouse.
• Consistency ensures data is uniform and reconciled across 

systems.
Reference: Consistent data aligns with expectations across 
datasets.



Purpose of Referential Integrity
Ø Referential integrity ensures data validity.
• It enforces relationships between data, such as foreign key 

constraints in relational databases.
Reference: Referential integrity prevents orphaned or 
mismatched data entries..



Shewhart-Deming Cycle Sequence
Ø The sequence is Plan, Do, Check, Act.
• This cycle underpins continuous improvement processes in 

Data Quality.
Reference: The PDCA model is widely used for iterative 
improvement efforts.



Thank You



Chapter 14
Big Data and Data 

Science



Data Lake Management
Ø If data lake not carefully managed, it can become a data swamp.
• A data swamp is an unusable, disorganized repository where data 

lacks proper governance, making it difficult to extract value.

Reference: Proper metadata, organization, and governance are 
essential to maintain a usable data lake.



Non-Optimal Use for a Data Mining Tool
Ø Identification of data quality issues with your SAP Financial 

system is not an optimal use of a data mining tool.
• Data mining focuses on finding patterns, correlations, and 

predictions, not on identifying specific data quality issues.

Reference: Data mining is best used for tasks like predictive analysis, 
customer segmentation, and fraud detection.



Tool for Exploratory Data Pattern Discovery
Ø To discover relationships or show patterns in an exploratory 

fashion, use a Data Mining tool.
• Data mining algorithms help uncover insights when specific 

questions are not predefined.
Reference: Data mining uses techniques like clustering, classification, 
and association to explore data.



Characteristics of Big Data
Ø Big data is often defined by Volume, Variety, and Velocity.
• Volume: Large amounts of data.
• Variety: Diverse formats (structured, unstructured, semi-

structured).
• Velocity: High-speed data generation and processing.

Reference: The "3Vs" are foundational to understanding big data's 
challenges and opportunities



Discipline in Big Data Management
Ø Big data management requires more discipline than relational 

data management.
• Handling diverse formats, high data velocity, and large volumes 

necessitates robust governance and organization.

Reference: Big data complexity demands stricter discipline to ensure 
value and usability.



Definition of a Data Lake
Ø A Data Lake is an environment where a vast amount of data can 

be ingested, shared, assessed, and analyzed.
• It supports both structured and unstructured data and allows for 

broad analytics and machine learning use cases.

Reference: Data lakes serve as flexible repositories for storing raw 
and processed data.



Purpose of Data Mining
Ø Data mining determines anomalies, patterns, and correlations 

within large datasets to predict outcomes.
• It uses statistical and machine learning algorithms to derive 

insights.

Reference: Data mining is a critical technique in predictive analytics 
and decision support.



Definition of a Sandbox
Ø A sandbox is a type of database environment used for proofs of 

concept and to test hypotheses.
• Sandboxes allow safe experimentation without affecting production 

data.

Reference: Sandboxes are essential for innovation, testing, and 
learning in data environments..



Sentiment Analysis and Data Structure
Ø The voice files are unstructured data and the sentiment 

analysis is structured data.
• Voice files are raw audio, considered unstructured, while sentiment 

analysis results are quantifiable and structured for storage.

Reference: Structured data has defined fields (e.g., sentiment 
scores), while unstructured data lacks formal organization (e.g., voice 
files).
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